Using neural networks to accelerate the solution of the Boltzmann equation

Tianbai Xiao*, Martin Frank
Karlsruhe Institute of Technology, Karlsruhe, Germany

ABSTRACT

One of the biggest challenges for simulating the Boltzmann equation is the evaluation of fivefold collision integral. Given the recent successes of deep learning and the availability of efficient tools, it is an obvious idea to try to substitute the calculation of the collision operator by the evaluation of a neural network. However, it is unclear whether this preserves key properties of the Boltzmann equation, such as conservation, invariances, the H-theorem, and fluid-dynamic limits.

In this paper, we present an approach that guarantees the conservation properties and the correct fluid dynamic limit at leading order. The concept originates from a recently developed scientific machine learning strategy which has been named “universal differential equations”. It proposes a hybridization that fuses the deep physical insights from classical Boltzmann modeling and the desirable computational efficiency from neural network surrogates. The construction of the method and the training strategy are demonstrated in detail. We conduct an asymptotic analysis and illustrate the multi-scale applicability of the method. The numerical algorithm for solving the neural network-enhanced Boltzmann equation is presented as well. Several numerical test cases are investigated. The results of numerical experiments show that the time-series modeling strategy enjoys the training efficiency on this supervised learning task.

© 2021 Elsevier Inc. All rights reserved.

1. Introduction

Modern data-driven techniques widen the possibility of solving the problems that seemed beset with difficulties in the past, e.g., computer vision [1] and natural language processing [2]. The same momentum is building in computational sciences, leading to the so-called scientific machine learning (SciML) [3]. As typical classification and regression tasks in classical machine learning applications mostly handle discrete and localized data, in the SciML information at different locations is expected to be connected by mathematical and physical constraints, i.e., ordinary and partial differential equations (PDEs). Besides, given the high expense of conducting experiments and numerical simulations, e.g., for the research of fluid dynamics and particle physics, it is challenging to establish an all-round data base. While the generalization performance of neural networks based on small training sets is questionable, quantitative interpretability lies at the core of scientific modeling and simulation, which more or less collides with the blackbox nature of multi-layer artificial neural networks (NNs) employed in the deep learning.
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Several intuitive approaches that try to fuse the advantages of differential equations and machine learning have emerged recently. One attractive strategy falls into the search of NN surrogates for high-dimensional PDE solutions [4–9]. For example, the physics-informed neural networks (PINNs) encode prior knowledge from differential equations or existing data into the deep learning models. By minimizing a cost function that represents the residual of differential equations, the numerical solutions can be iterated along with the training process. PINNs have led to a wide range of applications in fluid mechanics [10–14], biology [15,16], materials science [17–19], and uncertainty quantification [20,21].

The approximation approaches of direct data-to-solution mapping of physical systems have also been discovered in the SciML community [22–25]. For example, Raissi et al. proposed a method that is called hidden fluid mechanics to learn velocity and pressure fields directly from flow visualizations [26]. Thanks to the capability of interpolating data by NNs, such a method is robust with respect to low resolution and noises in the observation data. In general, these strategies are mostly data driven and have no much correlation with underlying physics.

Another direction denotes the data-driven discovery of governing equations [27–30]. For example, the sparse identification of nonlinear dynamical systems (SINDy) employs sparse regression to choose most probable equations from data [31]. It provides an efficient tool for identifying partial differential equations, e.g., the transport coefficients used in the Navier-Stokes equations, and require a relatively small training dataset. SINDy is able to incorporate existing knowledge into an unknown system to be studied but the automatic combination of alternatives relies on a simple recombination of differential terms.

As we look into multi-scale fluid mechanics with the upscaling effects from atomistic level, more complex dynamical system, e.g. the phase space evolution, could emerge. A typical example is the Boltzmann equation, which describes the evolution of the one-particle probability density function \( f(\mathbf{x}, \mathbf{u}, t) \), which describes the probability of finding a particle with a certain location \( \mathbf{x} \) and speed \( \mathbf{u} \). In the absence of external force field, the Boltzmann equation reads as follows,

\[
\frac{\partial f}{\partial t} + \mathbf{u} \cdot \nabla f = Q(f) = \int_{\mathbb{R}^3} \int_{\mathcal{S}^2} B(\cos \beta, g) \left[ f(\mathbf{u}') f(\mathbf{u}_s) - f(\mathbf{u}) f(\mathbf{u}_s) \right] d\Omega d\mathbf{u}_s,
\]

where \( \{\mathbf{u}, \mathbf{u}_s\} \) are the pre-collision velocities of two colliding particles, and \( \{\mathbf{u}', \mathbf{u}_s\} \) are the corresponding post-collision velocities. The collision kernel \( B(\cos \beta, g) \) measures the strength of collisions in different directions, where \( g = |g| = |\mathbf{u} - \mathbf{u}_s| \) is the magnitude of relative pre-collision velocity, \( \Omega \) is the unit vector along the relative post-collision velocity \( \mathbf{u}' - \mathbf{u}_s' \), and the deflection angle \( \beta \) satisfies the relation \( \cos \beta = \Omega \cdot g / g \).

The Boltzmann equation serves as the basis of many high-level theories, e.g., non-equilibrium thermodynamics and extended hydrodynamics [32]. As is shown, the Boltzmann equation is an integro-differential equation, with its right-hand side being a fivefold integral over phase space. This convolution-type collision operator brings tremendous difficulty to the application of PINN since a direct differentiable structure is absent. On the other hand, despite the development of classical numerical solvers, the computational cost of solving the Boltzmann collision integral can be prohibitive. Consider the fast spectral method [33], an efficient Boltzmann solution algorithm which employs fast Fourier transform to compute convolutions within spectral space. The computational cost of it is \( O(M^2 N_x^D N_u^D \log N_u) \), where \( N_x, N_u \) and \( M \) are the numbers of grids in physical, velocity and angular space with dimension \( D \) [34]. This makes it unrealistic to perform a direct numerical simulation for a real-world application in aerospace industry. Moreover, due to the high-dimensional nature of intermolecular interactions, it is sometimes cumbersome to adopt the Boltzmann solver if we are interested in one-dimensional distribution of solutions only, e.g., the profiles of macroscopic variables inside a shock tube.

The goal of current work is to use deep neural networks as building blocks in a numerical method to solve the Boltzmann equation. Besides the complicated high-dimensional integro-differential structure, the Boltzmann equation as a physical model at the same time possesses an intricate structure of many-particle system that a numerical method needs to preserve. Therefore, as a universal function approximator in the latent space [35], artificial neural networks can be beneficial, but cannot be used out-of-the-box. In this paper, we consider the idea of hybridizing mechanical and neural dynamics into a learnable framework, which originates from a recently developed scientific machine learning strategy named as “universal differential equations” [36]. The universality refers to the differential equations defined in part by universal approximators. Specifically, we keep the particle transport model of original Boltzmann equation, and build the NN-enhanced collision model on the basis of kinetic relaxation model. The proposed neural network-enhanced Boltzmann equation maintains a well balance of interpretability and flexibility, and we prove that the current network approach guarantees the conservation properties and the correct fluid dynamic limit at leading order.

The paper is organized as follows. In Sec. 2 we introduce some fundamental concepts in the kinetic theory of gases. Sec. 3 presents the main idea of this work, and Sec. 4 details the numerical solution algorithm. Sec. 5 contains the numerical experiments for both spatially homogeneous and inhomogeneous cases to validate the current method. The last section is the conclusion.

2. Kinetic theory of gases

Kinetic theory depicts the evolution of a many-particle system at the scale of mean free path and collision time. It provides a one-to-one correspondence with the macroscopic description, which can be regarded as its limiting case. Taking moments through particle velocity space, we get the macroscopic mass, momentum and energy density,
\[ W(t, x) = \begin{pmatrix} \rho \\ \rho U \\ \rho E \end{pmatrix} = \int f \psi d\mathbf{u}, \]

where \( \psi = (1, \mathbf{u}, \mathbf{u}^2)^T \) is a vector of collision invariants. The collision operator satisfies the compatibility condition for conservative variables, i.e.,

\[ \int Q(f) \psi d\mathbf{u} = 0. \]

Substituting the \( H \) function,

\[ H(t, x) = -\int f \ln f d\mathbf{u}, \]

into the Boltzmann equation we have

\[ \frac{\partial H}{\partial t} = -\int (1 + \ln f) \frac{\partial f}{\partial t} d\mathbf{u} = -\iiint (1 + \ln f) (f f'_t - f f_x) B d\Omega d\mathbf{u}_x. \]

From the H-theorem [37] we know that the physical entropy is locally maximal when \( f \) is a Maxwellian,

\[ \mathcal{M}(t, x, \mathbf{u}, x) = \rho \left( \frac{\lambda}{\pi} \right)^{\frac{3}{2}} e^{-\lambda (\mathbf{u} - \mathbf{U})^2}. \]

where \( \lambda = m/(2kT) \), \( m \) is molecule mass and \( k \) is the Boltzmann constant.

Since intermolecular collisions drive the system towards Maxwellian, simplified relaxation models, e.g. the Bhatnagar-Gross-Krook (BGK) [38] and Shakhov [39], have been constructed. It writes

\[ \frac{\partial f}{\partial t} + \mathbf{u} \cdot \nabla f = Q(f) = \nu (f^+ - f), \]

where \( \nu \) is collision frequency. For the BGK model, the equilibrium state is Maxwellian \( f^+ = \mathcal{M} \), while in the Shakhov model it takes the form

\[ f^+ = \mathcal{M} \left[ 1 + (1 - Pr)(\mathbf{u} - \mathbf{U}) \cdot \mathbf{q} \left( \frac{(\mathbf{u} - \mathbf{U})^2}{RT} - 5 \right) / (5pRT) \right]. \]

where \( Pr \) is the Prandtl number, \( \mathbf{q} \) is heat flux, \( p \) is pressure and \( R \) is gas constant. The relaxation models avoid the complicated fivefold Boltzmann integral. They still possess some key properties of the original Boltzmann equation, e.g. the H-theorem, but fail to provide exactly equivalent Boltzmann solutions as the distribution function deviates far from the Maxwellian.

3. Neural network-enhanced Boltzmann equation

3.1. Idea

One intuitive strategy is to build a neural network surrogate of the nonlinear function described by the Boltzmann equation. Instead of modeling the data-to-solution mapping explicitly, one can lean on the structure of Boltzmann equation and incorporate the neural network function as the derivative term. It follows the form of a newly developed family of deep neural network models, i.e. the neural ordinary differential equation (ODE) [40], and the nomenclature can be inherited here as the neural Boltzmann equation (NBE),

\[ f_t = \text{NN}_\theta (f, t), \]

where \( \theta \) denotes the collection of all the parameters inside neural network (NN).

The idea of Neural ODEs originates from the structure of some state-of-the-art neural networks, e.g. residual neural network, which updates the hidden state with the strategy

\[ h^{n+1} = h^n + \mathcal{F}(h^n, \theta^n), \]

where \( n \in \{0, 1, \ldots, N\} \) is the index of hidden layers. Such an iterative stepping can be regarded equivalently as \( N \) forward Euler steps (with a fixed step size \( \delta t = 1 \)) for solving differential equations. Therefore, in the limiting case with infinite number of layers, the discrete iteration can be concluded by an ordinary differential equation in terms of neural network, i.e. the so-called neural ODE,
\[ \mathbf{h}_t = \mathcal{F}(\mathbf{h}, \theta, t), \quad t \in (0, N], \] (10)

where \( t \in (0, N] \) is introduced as an artificial time [41]. Eq. (10) forms an initial value problem (IVP) for the neural network. The derivatives of hidden layers are parameterized with continuous dynamics, the parameters of original discrete sequence layers in Eq. (9) can be regarded as seamlessly coupled. As a result, for a typical supervised learning task, the required number of parameters drops correspondingly [40]. Modern ODE solvers can be employed to solve the IVPs with monitoring of desirable accuracy and efficiency. No intermediate quantities of forward pass need to be stored, leading to a constant memory cost as a function of depth. Also, the continuous modeling make it much easier to perform interpolation and extrapolation beyond the training data. It is worth mentioning that the dependence on the parameters is typically non-smooth and therefore the optimization is still challenging with the continuous formulation in time.

In spite of the advantages, due to the blackbox nature of neural networks, this approach does not guarantee any property of the Boltzmann equation under the optimization and estimation errors within training and computing processes. One rather general approach to enforce physical constraints has been presented under the name universal differential equations (UBE) [36], in which the model is constructed cooperatively by mechanical formulations and neural networks as universal function approximators. Continuing with the example above, we rewrite the kinetic model and call it universal Boltzmann equation (UBE)

\[ f_t = Q(f, \mathbf{t}, \mathbf{NN}_0(f, \mathbf{t})), \] (11)

where \( Q \) is the particle collision term, and \( \mathbf{NN}_0(f, \mathbf{t}) \) denotes the neural network model that plays a portion necessary for the self-contained physical description but missed from the mechanical modeling.

The key idea to go beyond the mere approximation of the right-hand side (and thus to obtain a neural differential equation) is to split the right-hand side into a mechanism part and a part to be approximated. In this paper, we employ the BGK equation as the mechanical part of the UBE, leaving the difference to the full Boltzmann collision operator to be approximated by a neural network. The concrete UBE is designed as follows,

\[ \frac{\partial f}{\partial t} + \mathbf{u} \cdot \nabla_x f = v(\mathcal{M} - f) + \mathbf{NN}_0(\mathcal{M} - f), \] (12)

where \( \mathbf{NN}_0 \) can be a concrete type of neural network, with the input set as the difference between the Maxwellian and current particle distribution function.

The proposed UBE has the following benefits. First, the BGK model has a similar structure as the Boltzmann equation, while the computational cost is of \( O(N^D) \), where \( N \) is the number of discrete velocity grids and \( D \) is dimension. Therefore, it is significantly more efficient than solving the full Boltzmann collision integral.

Second, it automatically ensures the asymptotic limits. Let us consider the Chapman-Enskog method for solving Boltzmann equation [42], where the distribution function is expanded with respect to collision frequency \( v \),

\[ f \simeq \sum_{i=0} \nu^i f^{(i)}, \quad f^{(0)} = \mathcal{M}. \] (13)

Take the zeroth order truncation, and consider an illustrative \( L \)-layer perceptron network free of biases,

\[ \mathbf{NN}_0(\mathbf{x}) = \text{layer}_L(\ldots \text{layer}_2(\mathcal{A}(\text{layer}_1(\mathbf{x}))))), \quad \text{layer}(\mathbf{x}) = \mathbf{w}^T \mathbf{x}, \] (14)

where each layer is a matrix multiplication followed by activation function \( \mathcal{A} \) that can adopt sigmoid, tanh, ReLU, etc. Given the zero input from \( (\mathcal{M} - f) \), the contribution from the collision term is removed naturally. Taking moments with respect to collision invariants,

\[ \int \left( \begin{array}{c} 1 \\ \mathbf{u} \\ \frac{1}{2} \mathbf{u}^2 \end{array} \right) (\mathcal{M}_t + \mathbf{u} \cdot \nabla_x \mathcal{M}) \, d\mathbf{u} = 0. \] (15)

we arrive at the corresponding Euler equations,

\[ \frac{\partial}{\partial t} \left( \begin{array}{c} \rho \\ \rho \mathbf{u} \\ \rho E \end{array} \right) + \nabla_x \cdot \left( \begin{array}{c} \rho \mathbf{u} \\ \rho \mathbf{u} \otimes \mathbf{u} \\ \rho E + p \end{array} \right) = 0. \] (16)

As is shown, the asymptotic property of UBE in the hydrodynamic limit is preserved independent of the training parameters \( \theta \). The above analysis illustrates the design idea of the current model. It is widely believed that neural model performs better if the architecture is designed to be consistent with the solution structure. With the splitting of BGK relaxation and its deviation from the exact Boltzmann collision integral, the relaxation term can be regarded as pre-conditioning of the neural differential equation, and the inevitable optimization and prediction errors will not affect the continuum limit from such a biases-free neural network.
Another advantage from current strategy is the training efficiency. Since the BGK relaxation term provides a qualitative mechanism to describe gas evolution, as analyzed in [43–45], after several collisions from initial non-equilibrium distribution, the difference between Boltzmann integral and BGK model becomes minor. Therefore, now the task left becomes to train a neural network that approximates values close to zero, which will significantly accelerate the convergence of \( \theta \). Fig. 1 provides an illustration for the collision term evaluation in the universal Boltzmann equation, and the detailed training strategy will be presented in the next subsection.

3.2. Training strategy

Training NBE and UBE with datasets consisting of exact or reference solutions is a typical supervised learning task. It amounts to an optimization problem which minimizes the difference between the current predictions and ground-truth solutions. For example, a cost function can be defined based on the Euclidean distance along discrete grid points,

\[
C(\theta) = \sum_{i,j,n} ||f^\theta - f_{ref}||^2(u^n, x_i, u_j) + \zeta \sum_{l=1}^{L} ||\theta^{(l)}||^2.
\]

(17)

The latter plays as an regularization term which sums over the squared weight parameters of the network to mitigate overfitting, where \( \theta^{(l)} \) denotes the weight parameters of \( l \)-th layer, \( L \) is the total number of layers, and the regularization strength is chosen as \( \zeta = 1.0 \times 10^{-6} \).

In general, the optimization algorithms can be classified into gradient-free and gradient-required methods. Thanks to the rapid development of automatic differentiation (AD), the latter one becomes prevalent in machine learning community. There are two modes of AD, i.e. the forward-mode and the reverse-mode, which differ from the direction of evaluating the chain rules, and here we focus on the latter. Consider a smooth function \( y = \mathcal{F}(x) \), the reverse-mode AD computes the dual (conjugate-transpose) matrix of Jacobian, \( \mathcal{J} = \nabla \mathcal{F} \) at \( x = x_0 \) with the chain rule,

\[
(\mathcal{J}(\mathcal{F})(x_0))^* = (\mathcal{J}(G_1)(x_0))^* \times \cdots \times (\mathcal{J}(G_k)(x_{k-1}))^*,
\]

with \( x_i := G_i(x_{i-1}) \) for \( i = 1, \ldots, k - 1 \).

As the reverse-mode AD can naturally be expressed using pullbacks and differential one-forms from geometric perspective, in this work we employ open-source package Zygote.jl [46], which utilizes pullback functions to perform reverse-mode AD. Different from the tracing methods used in Tensorflow [47] and PyTorch [48], it employs the source-to-source mode via differentiable programming, i.e. generates derivative directly from pullback functions. Such an approach enjoys the benefits of, e.g. low overhead, efficient support for control flow and user-defined data types and dynamism.

When the derivatives of cost function have been evaluated by automatic differentiation, gradient-descent-type optimizers can be employed, e.g. the standard stochastic gradient decent method, ADAM [49], Nesterov [50], Broyden–Fletcher–Goldfarb–Shanno (BFGS) [51], or its limited-memory version (L-BFGS). In this paper, the dataset for training neural networks is produced by the fast spectral method [52] with respect to different initial value problems of homogeneous Boltzmann equation

\[
f_t = \int \int B(\cos \beta, g) \left[ f(u') f(u'_*) - f(u) f(u_*) \right] d\Omega du_*.
\]

(19)

The open-source solution algorithm is implemented in Kinetic.jl [53], which works together with DifferentialEquations.jl ecosystem [54] and generates time-series data with desirable orders of accuracy along evolution trajectories.
4. Solution algorithm

4.1. Update algorithm

We construct the numerical algorithm within finite volume framework. The notation of cell-averaged particle distribution function in a control volume is adopted,

\[
f(t^n, \mathbf{x}, \mathbf{u}) = f_{i,j}^n = \frac{1}{\Omega_i(\mathbf{x})\Omega_j(\mathbf{u})} \int \int f(t^n, \mathbf{x}, \mathbf{u})d\mathbf{x}d\mathbf{u},
\]

where \(\Omega_i\) and \(\Omega_j\) are the cell area in the discrete physical and velocity space. The update of distribution function can be formulated as

\[
f_{i,j}^{n+1} = f_{i,j}^n + \frac{1}{\Omega_i} \int_{t^n}^{t^{n+1}} \sum_{r=1}^{n_f} F_r \Delta S_r dt + \int_{t^n}^{t^{n+1}} Q(f_{i,j}) dt,
\]

where \(F_r\) is the time-dependent flux function of distribution function at cell interface, \(\Delta S_r\) is the interface area and \(n_r\) is the number of interfaces per cell.

4.2. Interface flux

For the numerical flux evaluation, we first reconstruct the particle distribution function around the cell interface, e.g. around \(x_{i+1/2}\),

\[
\begin{align*}
    f_{i+1/2,j}^L &= f_{i,j}, \\
    f_{i+1/2,j}^R &= f_{i+1,j},
\end{align*}
\]

with first-order accuracy and

\[
\begin{align*}
    f_{i+1/2,j}^L &= f_{i,j} + \nabla x f_{i,j} \cdot (x_{i+1/2} - x_{i}), \\
    f_{i+1/2,j}^R &= f_{i+1,j} + \nabla x f_{i+1,j} \cdot (x_{i+1/2} - x_{i+1}),
\end{align*}
\]

with second-order accuracy, where \(\nabla x f\) is the reconstructed gradient with limiters.

The interface distribution function is defined in an upwind way, i.e.,

\[
f_{i+1/2,j} = f_{i+1/2,j}^L H[\mathbf{u}_j] + f_{i+1/2,j}^R (1 - H[\mathbf{u}_j]),
\]

where \(H[\mathbf{x}]\) is the Heaviside step function. The corresponding numerical flux of particle distribution function can be evaluated via

\[
F_{i+1/2,j} = f_{i+1/2,j} n_{i+1/2} \cdot \mathbf{u}_j,
\]

where \(n_{i+1/2}\) is the unit normal vector of cell interface and \(\mathbf{u}_j\) denotes discrete velocity at \(j\)-th quadrature point.

4.3. Collision term

The neural network-enhanced collision term inside each cell is formulated as

\[
Q(f_{i,j}) = v_i(\mathcal{M}_{i,j} - f_{i,j}) + \text{NN}_\theta(\mathcal{M}_{i,j} - f_{i,j}),
\]

The collision frequency is defined as,

\[
v = p/\mu,
\]

where \(p\) is pressure, and \(\mu\) is viscosity coefficient. It follows the variational hard-sphere (VHS) model's rule,

\[
\mu = \mu_{\text{ref}} \left( \frac{T}{T_{\text{ref}}} \right)^\omega,
\]

where \(\mu_{\text{ref}}\) and \(T_{\text{ref}}\) are the viscosity and temperature in the reference state, and \(\omega\) is the viscosity index.
Once the interface fluxes are defined, the solution algorithm in Eq. (21) becomes
\[
\begin{align*}
    f_{i,j}^{n+1} &= f_{i,j}^n + \frac{1}{\Omega i} \sum_{i=1}^{n_f} \int_{t^n}^{t^{n+1}} F_i \Delta S_i dt + \int_{t^n}^{t^{n+1}} \left[ v_i (M_{i,j} - f_{i,j}) + NN_\theta (M_{i,j} - f_{i,j}) \right] dt.
\end{align*}
\]

The most straightforward time-integral algorithm for the above equation is the forward Euler method. If the time step is much larger than mean collision time $\tau = 1/v$, or more accurate solutions are requested, higher-order methods, e.g. the Forward Euler method, the midpoint rule, the Rosenbrock approach [55], and Tsitouras’s 5/4 Runge-Kutta method [56], can be employed to ensure a balance of accuracy and stability.

5. Numerical experiments

In this section, we will introduce the detailed methodology for conducting numerical experiments and the solutions to validate the current model and scheme. Both spatially uniform and non-uniform Boltzmann equations will be considered. For convenience, dimensionless will be introduced in the simulations,

\[
\begin{align*}
    \tilde{x} &= \frac{x}{L_0}, \quad \tilde{\rho} = \frac{\rho}{\rho_0}, \quad \tilde{T} = \frac{T}{T_0}, \quad \tilde{u} = \frac{u}{(2RT_0)^{1/2}}, \quad \tilde{U} = \frac{U}{(2RT_0)^{1/2}}, \\
    \tilde{f} &= \frac{f}{\rho_0 (2RT_0)^{3/2}}, \quad \tilde{T} = \frac{T}{\rho_0 (2RT_0)^{3/2}}, \quad \tilde{q} = \frac{q}{\rho_0 (2RT_0)^{3/2}},
\end{align*}
\]

where $R$ is the gas constant, $T$ is stress tensor, and $q$ is heat flux. The denominators with subscript zero are characteristic variables in the reference state. For brevity, the tilde notation for dimensionless variables will be removed henceforth.

5.1. Homogeneous relaxation

First we consider the homogeneous relaxation of particles from an initial non-equilibrium distribution, i.e.

\[
    f(t = 0, u, v, w) = \frac{1}{2\pi^{2/3}} (\exp(-(u - 0.99)^2) + \exp(-(u + 0.99)^2)) \exp(-v^2) \exp(-w^2).
\]

The training set is produced by the fast spectral method, which consists a series of discrete particle distribution functions from every time step $\Delta t = 0.2$. The detailed computational setup can be found in Table 1. Notice that the viscosity coefficient in the reference state is connected with the Knudsen number,

\[
    \mu_0 = \frac{5(\alpha + 1)(\alpha + 2)\sqrt{\pi}}{4\alpha(5 - 2\omega)(7 - 2\omega)} Kn,
\]

where $[\alpha, \omega]$ are parameters for the VHS model.

As the initial particle distribution along $y$ and $z$ is set as equilibrium, we are mostly concerned about the evolution in $x$ direction. We employ neural network to conduct dimension reduction, and the corresponding universal Boltzmann equation writes,

\[
    h(t, u) = v(M - h) + NN_\theta (M - h).
\]

The reduced distribution variable here is defined as

\[
    h(t, u) = \int f(t, u, v, w) dv dw,
\]

and the training data is projected into one-dimensional profiles in the same way. The neural network chain consists of two hidden dense layers with $(N_u \times 16)$ neurons each, and the tanh plays as the activation function. Tsitouras’ 5/4 Runge-Kutta method [56] is again used to solve the UBE and produces the data $h_0$ at same instants as training set, and the loss function is evaluated through mean squared error, i.e.
The variation of loss function with respect to iterations in both training and test sets is shown in Fig. 3. Some commonly used optimizers are compared for the training of UBE. As a second-order gradient method, L-BFGS enjoys the fastest convergence speed in such a supervised learning problem with relatively small amounts of data. Thanks to the usage of gradient momentum and the self-adaptive learning rate, ADAM provides a robust and fast gradient descent process. Simple momentum-based methods, i.e., Nesterov and RMSProp, however, provide a much slower convergence due to the prefixed total learning rate. The hybrid Nesterov and ADAM algorithm, i.e., NADAM, presents equivalent convergence speed as L-BFGS in the beginning, but suffers from some fluctuations as the training proceeds.

Once the training process finishes, we get the universal differential equation we need. Since we are modeling continuous dynamics, instead of keeping the same approaches for producing training set, we can choose different algorithms with respect to accuracy requirement. For instance, now we use the midpoint rule to solve the obtained UBE. Fig. 4 presents the particle distribution profile along x direction at the same time instants as training set. Different from the time-series training used in the UBE, we also plot the results with conventional discrete training strategy based on the same initial condition. As can be seen, significant differences exist between Boltzmann and BGK solutions. Thanks to the continuous time-series training, the current UBE holds much better training performance than the direct training of Boltzmann integral on discrete time instants. With the mechanical part being BGK model, the UBE provides perfectly equivalent solutions as fast spectral method (FSM) of Boltzmann equation at a much lower computational cost. Table 2 shows the detailed memory usage, allocation numbers, and running time of the two methods for solving the right-hand side of the Boltzmann equation with the midpoint rule. As can be seen, the current method saves 97% memory load and achieves 33 times faster computational efficiency.

An effective neural network as function approximator should be able to conduct interpolation and extrapolation beyond the training set. To test the performance of trained UBE, we recalculate the time-series solution within $t \in [0, 9]$ and save
at every $\Delta t = 0.1$. Obviously, there exist solutions off and beyond the original training data. Fig. 5 presents the particle distribution profile along $u$ direction at the offset data points, and Fig. 6 shows the profile at extrapolation points.

The benchmark solutions are provided by FSM with the same computational setup. As is shown, the UBE provides equivalent solutions as FSM at interpolated and extrapolated time instants. Fig. 7 plots the particle distribution function and collision term in the phase space throughout the evolution. Fig. 8 demonstrates that the entropy inequality is satisfied precisely by the UBE. This case serves as a benchmark validation of the universal model and numerical scheme to provide Boltzmann solutions efficiently.

5.2. Normal shock structure

Then let us turn to spatially inhomogeneous case. The normal shock wave structure is an ideal case to validate theoretical modeling and numerical algorithm in case of highly dissipative flow organizations and strong non-equilibrium effects. Built on the reference frame of shock wave, the stationary upstream and downstream status can be described via the well-known Rankine-Hugoniot relation,

$$\rho_- = \frac{(\gamma + 1)Ma^2}{\rho_+ (\gamma - 1)Ma^2 + 2}.$$
Fig. 5. Particle distribution functions at interpolating time instants outside the training set of the homogeneous relaxation problem.

\[ U_+ - U_- = \frac{(\gamma - 1)Ma^2 + 2}{(\gamma + 1)Ma^2}, \]
\[ T_+ - T_- = \frac{((\gamma - 1)Ma^2 + 2)(2\gamma Ma^2 - \gamma + 1)}{(\gamma + 1)^2Ma^2}, \]

where \( \gamma \) is the ratio of specific heat. The upstream and downstream density, velocity and temperature are denoted with \( \{\rho-, U-, T-\} \) and \( \{\rho+, U+, T+\} \). The computational setup for this case is presented in Table 3.
We are only concerned about the one-dimensional profile of flow variables. Similar as the homogeneous relaxation problem, two reduced distribution functions can be introduced to conduct dimension reduction,

\[
\begin{align*}
    h(t, x, u) &= \int f(t, x, u, v, w) dv dw, \\
    b(t, x, u) &= \int (v^2 + w^2) f(t, x, u, v, w) dv dw,
\end{align*}
\]

and the corresponding universal Boltzmann equations become,

\[
\begin{align*}
    \frac{\partial h}{\partial t} + u \frac{\partial h}{\partial x} &= v(M_h - h) + NN_0(M_h - h), \\
    \frac{\partial b}{\partial t} + u \frac{\partial b}{\partial x} &= v(M_b - h) + NN_0(M_b - h).
\end{align*}
\]

The neural network chain consists of an input layer which accepts \( h \) and \( b \) with \( (N_u \times 2) \) neurons, three hidden dense layers with \( (N_u \times 2 \times 16) \) neurons each, \( \text{tanh} \) as the activation function and the output layer that is of the same shape with input. For the current steady-state problem, BGK equation is employed first to evolve the flow field from initial jump condition, from which we extract particle distribution functions at different time instants. The fast spectral method with midpoint rule...
is employed to solve the Boltzmann collision integral and generates training data in time series. In this case five tracing solution points are recorded within each time step. Thereafter, the same algorithm is used to solve the UBE and produces data points at the same time instants as training set. The loss function is evaluated through mean squared error,

$$L(\theta) = \sum_{i,j,n} (h_i - h_{\text{train}})^2 (t^n, x_i, u_j) + \sum_{i,j,n} (b_i - b_{\text{train}})^2 (t^n, x_i, u_j) + \zeta \sum_{l=1}^3 ||\theta^{(l)}||^2.$$  

In the numerical simulation, the training and solving processes are handled in a coupled way. First, the training set consists of 100 equally distributed data set (extracted every 20 time stepping and covers the entire physical domain). After the training process, we utilize the UBE solver to continue the simulation. However, if the residuals of flow variables keep increasing within a successive 20 time steps, we downgrade the generalization performance of the current neural network. To overcome the overfitting of existing training data, the particle distribution functions at current time step will be extracted and added into training set to conduct parameter retraining. The detailed training approach and solution algorithm are illustrated in Fig. 9.

Fig. 10 presents the profiles of gas density, velocity and temperature along x direction, and Fig. 11 provides the distributions of stress $P_{xx}$ and heat flux $q$. As is shown, the current UBE provides equivalent solutions as reference results. Fig. 12 presents the contours of reduced particle distribution functions $h$ and collision term $\nu(M_h - h)$ in the convergent state.
In spite of the similar patterns of particle distributions, obvious difference between UBE and BGK solution can be observed from the distribution of collision terms over the phase space \([x, u]\). Table 4 lists the detailed computational cost for evaluating collision term inside each cell, and Table 5 presents the corresponding mean computational time with different ODE solvers. Due to the data transmission through neurons, the UBE is far more efficient than the fast spectral method (FSM) for Boltzmann integral from higher dimensions in phase space.
Table 4
Computational cost for evaluating the right-hand side of the Boltzmann equation in the normal shock structure problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>MEM (MB)</th>
<th>Rallocs</th>
<th>$f_{\text{min}}$ (μs)</th>
<th>$f_{\text{median}}$ (μs)</th>
<th>$f_{\text{mean}}$ (μs)</th>
<th>$f_{\text{max}}$ (μs)</th>
<th>Rsamples</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBE</td>
<td>4.78</td>
<td>25</td>
<td>412.69</td>
<td>502.26</td>
<td>508.88</td>
<td>547.00</td>
<td>8008</td>
</tr>
<tr>
<td>FSM</td>
<td>214.42</td>
<td>1839</td>
<td>66.14</td>
<td>71.82</td>
<td>71.55</td>
<td>73.00</td>
<td>170</td>
</tr>
</tbody>
</table>

Table 5
Mean computational time for solving the right-hand side of the Boltzmann equation with different solvers in the normal shock structure problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>Euler</th>
<th>Midpoint</th>
<th>BS3</th>
<th>RK4</th>
<th>Tsit5</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBE</td>
<td>3.39 ms</td>
<td>15.73 ms</td>
<td>17.66 ms</td>
<td>37.29 ms</td>
<td>37.08 ms</td>
</tr>
<tr>
<td>FSM</td>
<td>211.04 ms</td>
<td>369.22 ms</td>
<td>443.07 ms</td>
<td>669.31 ms</td>
<td>669.71 ms</td>
</tr>
</tbody>
</table>

Table 6
Computational setup of lid-driven cavity.

<table>
<thead>
<tr>
<th>$x$</th>
<th>$y$</th>
<th>$N_x$</th>
<th>$N_y$</th>
<th>$u$</th>
<th>$v$</th>
<th>$N_u$</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 1]</td>
<td>[0, 1]</td>
<td>45</td>
<td>45</td>
<td>$[-5, 5]$</td>
<td>$[-5, 5]$</td>
<td>24</td>
</tr>
<tr>
<td>$\nu$</td>
<td>Quadrature</td>
<td>Kn</td>
<td>Pr</td>
<td>$\mu_{\text{ref}}$</td>
<td>$\alpha$</td>
<td>$\omega$</td>
</tr>
<tr>
<td>24</td>
<td>Rectangular</td>
<td>0.075</td>
<td>0.67</td>
<td>0.042</td>
<td>1.0</td>
<td>0.5</td>
</tr>
<tr>
<td>CFL</td>
<td>Integrator</td>
<td>Boundary</td>
<td>Layer</td>
<td>Activation</td>
<td>Optimizer</td>
<td></td>
</tr>
<tr>
<td>0.8</td>
<td>Midpoint</td>
<td>Maxwell</td>
<td>Dense</td>
<td>tanh</td>
<td>ADAM</td>
<td></td>
</tr>
</tbody>
</table>

5.3. Lid-driven cavity

We then test the performance of current method with multi-dimensional geometry. The lid-driven cavity is employed for the numerical experiment. The rectangular domain is enclosed by four solid walls with equal temperature $T_w = 1$. The upper wall moves in the tangent direction with $V_w = [0.15, 0]^T$, and the rest three walls stay still. Maxwell’s diffusive boundary is adopted to all the walls. The initial particle distribution function is set as Maxwellian corresponding to the uniform fluid, i.e.,

$$
\begin{bmatrix}
\rho \\
U \\
V \\
T
\end{bmatrix}_{t=0} =
\begin{bmatrix}
1 \\
0 \\
0 \\
1
\end{bmatrix}.
$$

Here we are concerned about two-dimensional distributions of flow variables, and thus the reduced distribution function is introduced as

$$
h(t, x, u, v) = \int f(t, x, u, v, w) dw,
$$

and the corresponding universal Boltzmann equations become,

$$
\frac{\partial h}{\partial t} + u \frac{\partial h}{\partial x} + v \frac{\partial h}{\partial y} = v (M_h - h) + NN_h (M_h - h).
$$

The neural network chain consists of an input layer which accepts $h$ with $(N_u \times N_v)$ neurons, two hidden dense layers with $(N_u \times N_v \times 8)$ neurons each, and an output layer that is of the same shape with input. The detailed computational setup is provided in Table 6.

Similar as the shock wave problem, the BGK equation is employed first to evolve the flow field from initial homogeneity. The particle distribution functions at different time instants are extracted as the initial status of the Boltzmann collision integral, which produce time-series dataset with the midpoint rule. The loss function is the same as that described in the section 5.2. The unified solution algorithm to solve the UBE and to append the training set follows the diagram in Fig. 9.

Fig. 13 presents the contours of $U$-velocity with streamlines and of temperature with heat flux vectors. As illustrated in [57], the anti-Fourier’s heat flux driven by stress is clearly identified. Fig. 14 shows the velocity profiles along the vertical and horizontal central lines of the cavity. The DSMC solutions with $80 \times 60$ physical mesh are plotted as benchmark. The quantitative comparison demonstrates that the current approach is able to provide equivalent DSMC solutions. Fig. 15–17 presents the collision operators from the UBE and the pure BGK term. Although the difference is not as great as inner shock wave, the corrective effect of the neural network is clearly identified, which provide a Prandtl number fix at molecular level for the BGK system. Table 7 lists the detailed computational cost for evaluating collision term inside each cell. Due to the massive data transmission through neurons, the UBE calculation costs few more resources than solving the Shakhov
term directly, but is still much more efficient than the fast spectral method (FSM) for the Boltzmann integral from higher dimensions in phase space. Also, with the direct matrix manipulation possessed in neural network, fewer allocations, e.g. the collision frequency, are needed to evaluate collision terms.
Fig. 16. Contours of collision terms at the topleft point of cavity.

Fig. 17. Contours of collision terms at the topright point of cavity.

Table 7
Computational cost for evaluating the right-hand side of the Boltzmann equation in the lid-driven cavity problem.

<table>
<thead>
<tr>
<th>Method</th>
<th>MEM</th>
<th>$n_{alloc}$</th>
<th>$t_{min}$</th>
<th>$t_{median}$</th>
<th>$t_{mean}$</th>
<th>$t_{max}$</th>
<th>$n_{samples}$</th>
</tr>
</thead>
<tbody>
<tr>
<td>UBE</td>
<td>52.72 KB</td>
<td>24</td>
<td>459.22 μs</td>
<td>524.73 μs</td>
<td>710.88 μs</td>
<td>4.97 ms</td>
<td>6977</td>
</tr>
<tr>
<td>Shakhov</td>
<td>40.97 KB</td>
<td>62</td>
<td>13.17 μs</td>
<td>15.00 μs</td>
<td>16.59 μs</td>
<td>176.58 μs</td>
<td>10000</td>
</tr>
<tr>
<td>FSM</td>
<td>68.8 MB</td>
<td>212572</td>
<td>27.83 ms</td>
<td>28.21 ms</td>
<td>30.32 ms</td>
<td>35.08 ms</td>
<td>166</td>
</tr>
</tbody>
</table>

5.4. Thermal creep

The last test case is the thermal creep problem. It is a typical non-equilibrium flow of rarefied gas induced by temperature gradient. In this case, we follow the setup given in [58]. A sealed two-dimensional channel is enclosed by four solid walls. The left and right ends hold different temperatures as $T_L = 273K$ and $T_R = 573K$, and the upper and lower walls show a linear temperature distribution in between. The initial pressure is equal to a unit of atmospheric pressure, and thus the molecular mean free path is $\ell = 64nm$. The initial temperature of gas is set to be equal to the wall temperature at the same horizontal location. The particle distribution functions are the Maxwellian with respect to local macroscopic variables. We consider different channel widths and the reference Knudsen numbers change correspondingly. The schematic of the problem is shown in Fig. 2, and the detailed computational setup can be found in Table 8.

Similar as the previous problem, the BGK equation is employed first to evolve the flow field from initial status. The particle distribution functions at different time instants are extracted and play as the initial value of homogeneous Boltzmann equation. The explicit Euler method is employed to generate the time-series dataset from the homogeneous Boltzmann equation. The loss function is the same as that described in the section 5.2. The unified solution algorithm to generate the training set and to solve the UBE follows the diagram in Fig. 9.
Table 8
Computational setup of thermal creep problem.

<table>
<thead>
<tr>
<th>x</th>
<th>y</th>
<th>Nx</th>
<th>Ny</th>
<th>u</th>
<th>v</th>
</tr>
</thead>
<tbody>
<tr>
<td>[0, 5]</td>
<td>[0, 1]</td>
<td>200</td>
<td>40</td>
<td>[−5, 5]</td>
<td>[−5, 5]</td>
</tr>
<tr>
<td>Quadrature</td>
<td>Kn</td>
<td>Pr</td>
<td>α</td>
<td>ω</td>
<td>CFL</td>
</tr>
<tr>
<td>Nonuniform</td>
<td>[0.064, 10]</td>
<td>0.67</td>
<td>1.0</td>
<td>0.5</td>
<td>0.8</td>
</tr>
<tr>
<td>Integrator</td>
<td>Boundary Layer Activation Optimizer</td>
<td>Euler</td>
<td>Maxwell</td>
<td>Dense</td>
<td>tanh</td>
</tr>
</tbody>
</table>

Fig. 18. Contours of temperature with streamlines in the thermal creep problem.

(a) Kn=0.064
(b) Kn=0.64
(c) Kn=3.2

Fig. 19. Pressure distributions along the horizontal center line in the thermal creep problem.

Fig. 18 presents the contours of temperature with streamlines inside the channel at different reference Knudsen numbers with Kn = 0.064, 0.64, 3.2. The algebraic non-uniform numerical quadrature [59] with 48, 64, and 96 points is used in u and v directions respectively. As can be seen, with different rarefaction, the flow patterns change dramatically. Fig. 19 provides the pressure distribution along the horizontal center line of the channel. The DSMC solutions with the same geometry resolution are plotted as reference. As is shown, the current approach provides the equivalent and noise-free solutions as DSMC. Fig. 20 draws the corresponding particle distribution functions along the horizontal center line, and Fig. 21 shows the collision operators from the UBE and the pure BGK term. The corrective effect from the neural network can be clearly seen, especially in the highly rarefied regime.
To further verify the current setup of physical mesh and numerical quadrature, we simulate the thermal creep case in [59] as well. The computational setup remains consistent, except that we now simulate the Argon gas with the right-hand temperature being twice as high as the left end with $T_R = 2T_L$. The initial uniform gas holds equal temperature as the left wall. Fig. 22 and 23 compare the $U$-velocity profiles along horizontal and vertical central lines at $\text{Kn} = 0.08$ and $\text{Kn} = 10$. The grid-convergence test in highly rarefied gaseous flow illustrates that the current quadrature setups are reasonable.
6. Conclusion

Deep learning offers another possibility for the future development of scientific modeling and simulation. In this paper, we hybridize mechanical and neural modelings in the context of gas dynamics and present a neural network-enhanced universal Boltzmann equation (UBE). The complicated fivefold Boltzmann integral is replaced by the neural network surrogation, which forms a differentiable framework that can be trained and solved via source-to-source automatic differentiation and various differential equation solvers. The proposed neural differential equation maintains a well balance of interpretability from deep physical insight and flexibility from deep learning techniques. The asymptotic limit of the UBE in the hydrodynamic limit is preserved independent of the neural network parameters. The solution algorithm for the UBE is provided, and numerical experiments of both spatially uniform and non-uniform cases are presented to validate the current modeling and simulation approach. The universal Boltzmann equation method enjoys considerable potential to be further extended to complex systems with nonelastic collisions [60], real-gas effects [61], chemical reactions [62], uncertainty quantification [63,64], etc.
Fig. 22. Velocity profiles along vertical and horizontal central lines inside the channel at Kn = 0.08 with 48 quadrature points.

Fig. 23. Velocity profiles along vertical and horizontal central lines inside the channel at Kn = 10 with grid-convergent quadrature settings.
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